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Abstract 

Predicting housing prices accurately remains a major challenge in the real estate industry, especially in fast-
urbanizing areas where both structural and locational factors are at play. This study focuses on the Special 
Region of Yogyakarta, Indonesia—a city with varied land use and dynamic housing market conditions—to 
explore how machine learning (ML) can support better price forecasting. Using the CRISP-DM framework, 
we analyzed data from 2,020 residential listings, incorporating variables such as building area, land size, 
number of rooms, and district. Among the several classification models tested, Random Forest achieved the 
highest accuracy and F1-score. According to the feature importance analysis, building area, land area, and 
district emerged as the strongest predictors, while vertical features suchs as the number of floors, had 
relatively little effect. These findings suggest that in Yogyakarta’s market, observable physical features may 
play a bigger role in price determination than location-specific factors. While the study offers a practical 
framework that real estate professionals can apply, its reliance on structural data and a single-region focus 
limits how broadly the findings can be applied. Future research could expand on this by including 
socioeconomic or environmental variables to enhance model performance and relevance across various 
markets. 
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INTRODUCTION 

House price variability poses a significant challenge for real estate professionals worldwide. 

Various factors, Various factors, including accessibility, environmental quality, infrastructure, 

location, and socio-economic dynamics, influence the variation in house prices (Liu et al., 2025; Yu 

et al., 2024a, 2024b). These variations pose challenges for the housing industry, particularly for real 

estate businesses, in determining the most appropriate pricing strategies. A price set too high may 

deter buyers, while underpricing may result in lost revenue and inefficient inventory turnover.  

This study selected the Special Region of Yogyakarta as the case study due to its rapidly 

developing urban structure, diverse land-use patterns, and increasing land-use diversity, resulting 

in variations in housing prices (Chandraderia et al., 2022; Suparmono et al., 2017). Although it is a 

medium-sized city, its spatial and economic dynamics represent broader phenomena observed in 

many other urban areas across Indonesia and Southeast Asia (Chandraderia et al., 2022; Guarini et 

al., 2025; Hidayati & Bagaskara, 2024). Moreover, Yogyakarta exhibits polycentric development, 

characterized by increasing traffic congestion and a shift in accessibility patterns (Suparmono et 

al., 2017). The overall character of the city provides a relevant setting for testing new pricing 

strategies grounded in real market behavior. 

Due to this phenomenon, real estate businesses, including agents, brokers, and developers, 

frequently struggle to set accurate house prices that actually represent the value of the properties. 

The asymmetric information regarding aspects that determine the asset's value, combined with 

rapid market fluctuations, makes it challenging to determine the price. This situation leads to 
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inconsistent valuations and prolonged sales cycles, since house pricing is determined based on 

informal benchmarks and subjective experience.  

Numerous studies have been conducted to explore the determinants of housing prices. These 

studies are predominantly utilizing conventional econometric and statistical methods, such as 

regression analysis and hedonic pricing models (Balqis & Purwono, 2021; Capozza et al., 2002; 

Cohen & Karpavičiūtė, 2017). These approaches rely heavily on linear assumptions and may 

overlook complex and nonlinear patterns in real estate markets. To overcome this limitation, this 

study adopted a machine learning approach that leverages data-driven techniques to uncover 

hidden patterns in housing turnover, thus supporting a more objective data-driven decision-

making process.  

Data analytics, including machine learning (ML), is gaining momentum with the growing 

availability of online real estate data. This approach offers more accurate, scalable, replicable, and 

adaptive house price modeling. This approach might overcome limitations embedded in a more 

traditional static model, such as regression-based modeling, including the Hedonic Pricing Method 

(HPM), which often struggles with capturing nonlinear relationships or interactions between 

predictors. ML-based algorithms such as Random Forest, Decision Trees, and Gradient Boosting 

have the ability to overcome these limitations and uncover complex patterns in large-scale datasets 

(Cui & Wang, 2025; Kinasih et al., 2024).  

This study selected the Special Region of Yogyakarta as the case study due to its rapidly 

developing urban structure, diverse land use patterns, and increasing land-use diversity, resulting 

in the variations of housing prices (Chandraderia et al., 2022; Suparmono et al., 2017). Although it 

is a medium-sized city, its spatial and economic dynamics represent broader phenomena observed 

in many other urban areas across Indonesia and Southeast Asia (Chandraderia et al., 2022; Guarini 

et al., 2025; Hidayati & Bagaskara, 2024). Moreover, Yogyakarta has polycentric development with 

increasing traffic congestion and has experienced a shift in accessibility patterns (Suparmono et al., 

2017). Yogyakarta’s polycentric growth, suburban expansion (especially in Sleman and Bantul), 

and increasing land-use diversity—where residential, commercial, and mixed-use developments 

coexist within the same district—contribute to wide variations in housing prices. These conditions 

make Yogyakarta a representative case for other Indonesian cities undergoing similar transitions, 

where rapid urbanization leads to heterogeneous property markets and pricing uncertainty. The 

overall character of the city provides a relevant setting for testing new pricing strategies grounded 

in real market behavior. 

While ML has been widely applied in housing price prediction globally, its application in 

Indonesia remains limited, where most prior studies continue to rely on regression-based or 

hedonic pricing models. These conventional approaches often assume linear relationships and 

overlook the nonlinear interactions between attributes that are common in emerging markets. In 

the case of Yogyakarta, property valuation practices are further complicated by reliance on informal 

benchmarks, such as neighbourhood gossip, agents’ personal judgment, or developer mark-ups, 

which often lead to inconsistent pricing. Addressing this gap, the present study systematically 

applies machine learning models to the Yogyakarta housing market, demonstrating how predictive 

modelling can reduce information asymmetry and provide more reliable benchmarks for 

practitioners. Against this background, this study aims to address the following research questions:  

1. Can structural and locational housing attributes be effectively used to predict housing 

prices in Yogyakarta using machine learning? 

2. Which attributes exert the strongest influence on house price prediction? 

3. How does the predictive performance of machine learning models?  

 

By answering these questions, this study is expected to make both theoretical and practical 
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contributions. Theoretically, it enriches the house price literature by introducing machine learning 

as an alternate approach and technique in determining house price behavior. In practice, this study 

will support the real estate businesses in designing more accurate pricing strategies by identifying 

key attributes that determine the housing value. Overall, this study supports the data-informed 

decision-making process in the housing industry, particularly in cities like Yogyakarta that present 

spatial and market variability.  

 

LITERATURE REVIEW 

House Price Determinants and Variability 

Understanding the factors that influence house prices is crucial in supporting real estate 

businesses. Therefore, developing a rigorous methodology to predict and support decision-making 

in this area is crucial. House price formation is inherently complex, influenced by various factors 

ranging from structural characteristics (e.g., building size, number of rooms and surface area), to 

local attributes, market sentiments, and broader socio-economic aspects (Liu et al., 2025; Phipps, 

2020). Recent literature has begun to unravel these dynamics by employing several approaches and 

methodologies.   

A spatiotemporal dynamics analysis across the market was employed by Liu et al. (2025) to 

identify pivotal factors influencing housing prices. Their finding shows the dominance of 

agglomeration effects, transportation accessibility, and regional economic indicators as the 

prominent factors. Meanwhile, Mattera and Franses (2025) highlighted the importance of regional 

clustering in housing markets by proposing a novel forecasting model that incorporates global and 

cluster-specific latent factors using spatiotemporal clustering techniques. Based on this work, the 

predictability of house prices can be increased when both macroeconomic trends and region-

specific dynamics are considered. Work by Huang et al. (2024a) revealed that several factors, 

including spaciousness, convenience, and diversity, known as livability factors, significantly 

influence housing prices across core and non-core urban areas. Another approach incorporating 

media sentiment has emerged as a significant predictor of housing price fluctuations. A study by 

Biktimirov et al. (2024) that utilized topic modeling in the case of real estate-related news articles 

in Canada and Australia showed that the sentiment implied in media narratives exhibits a predictive 

relationship with house price movements. This effect varies across different countries. Moreover, 

another aspect, such as the government’s policy, also potentially affects the house price dynamics 

through land-use policy, infrastructure investment, and spatial planning (Yu et al., 2024). 

Confirming this finding, another study conducted by Yu et al. (2024) proposed the concept of  

“urban critical zone,” suggesting that house prices are influenced not only by market mechanisms 

but also by systemic environmental and governance factors. These works confirm hedonic pricing 

theory, which conceptualizes property prices as the accumulation of valued attributes (Capozza et 

al., 2002).  

Taken together, prior studies underline that house prices are determined by various context-

specific aspects that are multi-layered and nonlinear. The determinants span from measurable 

structural aspects to intangible socio-cultural value. Capturing this multi-layered complexity of 

house price strategy is important. Focusing on more consistent and observable structural aspects 

potentially offers a practical entry point for predictive modeling. In this context, applying a machine 

learning analytical approach is valuable in identifying patterns within structured datasets and 

improving consistency and decision-making related to price categorization and determining 

aspects. 

 

Machine Learning Approaches In Housing Prediction 

Research on house price prediction and its determinants has predominantly employed 
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traditional statistical models, such as linear regression, hedonic pricing, or time-series forecasting. 

Despite their value in offering interpretability and handling small datasets, these models rely on 

assumptions of linearity, stationarity, and other assumptions in determining prior variable 

selection. Recent work even questions the ability of conventional econometric models to capture 

nonlinear interactions and spatial heterogeneity. Wu and Deng (2024), for instance, show the effect 

of urban renewal policies on price trajectories, in which such variation is difficult to model with 

linear regression. These characteristics limit their ability to handle complex, nonlinear, and high-

dimensional data (Mattera & Franses, 2025). As urban housing markets became more 

heterogeneous and increased in volume as well as complexity, these limitations constrained the 

predictive performance of the model utilized. 

Machine learning (ML) models, on the other hand, offer an alternative approach that allows 

for data-driven pattern recognition without limitation on predetermined parametric assumptions. 

The strict linearity assumption used in the regression model often fails to capture the complex 

dependency in property data, particularly when using structural variables for general valuation 

(Forys, 2022). Compared to the statistical approach. The ML approach offers various advantages, 

such as the ability to handle large amounts of data with high complexity and non-linearity, 

incorporate a large number of predictors, and handle various data structures. Furthermore, ML 

models consistently show better accuracy and sensitivity (Lee et al., 2020; Ong et al., 2024). The 

comparison between ML and conventional statistical analytical methods is presented in Table 1.   

 

Table 1. Comparison of conventional statistical models with machine learning models 

Aspect 
Conventional statistical 

models 
Machine learning models 

Underlying assumptions 

Parametric: require 

linearity, normality, and 

error independence 

Non-parametric: do not 

need strict assumptions 

Variable selection 
Predefined and conceptually 

determined 

Automatic feature 

selection and ranking 

Complexity handling 

Limited in capturing non-

linear and high-dimensional 

interactions 

Capable of modeling 

complex, non-linear, and 

high-dimensional patterns 

Data requirements 
Suitable for small to 

medium-sized datasets 
Suitable for larger datasets 

Interpretability 
Highly interpretable 

coefficients 

Less interpretable: feature 

importance analysis is 

needed 

Predictive accuracy 
Moderate and sensitive to 

multicollinearity 

Typically higher predictive 

accuracy 

Source: author’s syntheses 

 

In terms of house price categorization, ML classification models such as Decision Tree (DT) 

and Random Forest (RF) are amongst the relevant models. Using if-then rules based on feature 

thresholds, DTs partition data, allowing for intuitive interpretation of the classification process. 

However, this model exhibits limitations, as single-tree models are prone to overfitting and 

instability. RFs overcome these limitations through ensemble learning by averaging predictions 

from multiple constructed trees. This ensemble learning improves generalization and reduces 

variance, thus providing a more robust result (Ong et al., 2024). In the context of house prediction, 

RF models showed strong performance in classifying the data based on structural features such as 
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building size, number of rooms, and property type. Studies in housing price prediction using ML, 

utilizing RF and gradient boosting models, resulted in high accuracy classification compared to 

logistic regression (Lee et al., 2020; Ong et al., 2024).  

In the field of house pricing determination, there is a growing numbers of studies applying 

ML models not only for prediction analysis but also for interoperability and scenario-based 

analysis. Huang et al. (2024b), for example, are developing machine learning-enabled hedonic 

pricing models by incorporating spatial features. The study shows the positive impact of high road 

density and functional diversity on housing prices in core areas, with different effects across the 

peripheral zone. This result demonstrates the utility of ML in improving the house pricing model.   

While studies using statistical methods offer valuable insights and complexity, several gaps 

remain in the existing literature. Prior studies on price determination mostly rely on conventional 

statistical models, such as regression analysis and hedonic pricing (Balqis & Purwono, 2021; 

Capozza et al., 2002; Cohen & Karpavičiūtė, 2017). These approaches are limited by a predefined 

assumption that potentially oversimplifies the complexity of property value determinants. A more 

context-specific approach has been employed in more recent studies by incorporating 

macroeconomic indicators, regional clustering, spatial accessibility, and sentiment analysis to 

improve prediction accuracy (Biktimirov et al., 2024; Mattera & Franses, 2025). Despite its 

advanced improvements, maintaining the consistency of data availability that meets the 

requirements of this approach may be challenging. Therefore, this study addresses the gap by 

incorporating a machine learning-based classification model. Using only structural property 

attributes such as land area, building size, and number of rooms, this study provides a practical and 

replicable framework to support real estate businesses in enhancing their decision-making process 

regarding house price determination. This study also contributes to the literature by demonstrating 

the use of machine learning as an alternative approach in enhancing decision support, even in the 

absence of more complex variables. This study provides evidence that even when limited to 

structural features, machine learning methods can produce practical and scalable results for real 

estate data analytics (Forys, 2022).  

 

Theoretical Benchmark 

The conceptualization of this study is grounded in the hedonic pricing model (HPM) 

proposed by Capozza et al. (2002), which posits that the value of property depends on a bundle of 

attributes, ranging from structural and locational attributes. Structural attributes include land area, 

building size, and number of rooms. The locational attributes comprise environmental 

characteristics such as accessibility, neighborhood quality, and proximity to services. This theory is 

widely adopted in various studies related to housing prices due to its comprehensive coverage and 

sound conceptualization in structuring property prices decomposition into the marginal 

contributions of individual attributes (Cohen & Karpavičiūtė, 2017). As a result, implementing HPM 

without further development may underestimate or misrepresent the dynamic complexity of price 

formation, involving the interaction between structural and locational factors. 

In response to these limitations, the HPM approach should be further extended. Machine 

learning (ML) approaches offer tools that have potential in complementing hedonic theory by 

capturing and addressing attribute interactions that traditional statistical modeling often overlooks 

(Forys, 2022; Ong et al., 2024). ML approaches retain the hedonic assumptions that property values 

derive from their attributes, but further extend this notion by allowing data-driven discovery of 

complex, non-linear relationships. Standing on this argument, ML can be seen as the computational 

extension of the hedonic pricing model by enhancing its explanatory and predictive capacity in 

heterogeneous and dynamic urban markets. Considering the strengths of ML-based approaches in 

addressing the complexities and dynamics of the housing market, this study adopted ML techniques 
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as a complementary extension to hedonic pricing. This adoption enables the study to situate its 

analysis within both economic theory and computational modeling. 

 

Research Propositions 

Building on the theoretical foundation, this study adopts ML approaches in conducting its 

analysis based on the hedonic pricing methods in Yogyakarta’s housing market. To operationalize 

this research, two propositions are advanced: 

1. Proposition 1: Structural attributes are expected to exert stronger predictive power in 

housing price categorization in Yogyakarta than vertical attributes. 

2. Proposition 2: Among machine learning approaches, ensemble-based models such as 

Random Forest are expected to outperform single-tree or linear classifiers in terms of their 

predictive accuracy and robustness 

 

RESEARCH METHOD 

This study employs a quantitative methodology, utilizing a predictive exploratory design, to 

evaluate how structural and locational attributes influence housing price categorization in 

Yogyakarta. This study focused on predictive modeling rather than hypothesis testing, aiming to 

compare multiple machine learning algorithms and identify attributes that exert the strongest 

predictive power. Accordingly, any causal relationships or theory-driven hypotheses are not being 

carried out in this research. It explores how the accuracy and consistency of housing price 

estimation can be improved using computational approaches in a real-world dataset.  

CRISP-DM (Cross Industry Standard Process for Data Mining) protocol are utilized in this 

study. CRISP-DM provides a structured, domain-independent framework for developing data 

mining models (Schröer et al., 2021). In general, CRISP-DM methodology is constructed based on 

six phases: business understanding, data understanding, data preparation, modeling, evaluation, 

and deployment. The stages of data analysis based on CRISP-DM can be seen in Figure 1. Following 

this protocol, this section elaborates on how each phase was applied in this study to support 

housing price categorization using machine learning. 

 

 
Figure 1. Data analysis protocol 

Business Understanding 

Addressing the challenge faced by real estate professionals in determining rational house 

prices, this study aims to build a classification model that enables categorization of house prices 

using a machine learning approach. In many cases, especially in urban areas like Yogyakarta, price 
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determination is often unstructured, inconsistent, and not supported by accountable data and 

analytical processes. According to Schröer et al. (2021), this phase focuses on translating business 

objectives into data mining goals by defining success criteria. In this study, the classification 

accuracy and feature relevance are defined as the success criteria. 

 

Data Understanding 

This study uses data collected from Kaggle by Dika (2024). Rather than a purposive 

subsample, the dataset collected represents a full census of the publicly available housing listings 

for Yogyakarta on Kaggle at the time of collection. The data listed 2,020 properties in Yogyakarta. 

Each of the listings includes price, district, number of bedrooms, bathrooms, garage capacity, land 

area, and building area. The data size is adequate for the scope of the study with seven main 

predictors for 2,020 valid records. The minimum recommended observations are 10-30 per 

variable to ensure the sufficient power and stability of classification models (Silvey & Liu, 2024). 

To gain valuable insight from the collected data, initial exploration involved descriptive 

statistics and visualization to identify data distribution, missing values, and outliers. This is a crucial 

step since it determines the decision made in the data preparation steps as suggested by Schröer et 

al. (2021).  

 

Data Preparation 

This stage includes data cleansing, in which anomalies and data with missing values were 

removed. After cleansing, 1,711 valid records were retained. After data cleansing, data tuning was 

carried out. ‘Price’ was converted into millions of IDR, ‘Kabupaten’ was removed due to redundancy, 

and a new variable, namely ‘number of house levels,’ was calculated by dividing building area with 

land area. The price variable was transformed into 15 categories using Jenks natural breaks method 

to address wide price dispersion. These preprocessing steps are actualizing the third stage in the 

CRISP-DM protocol, emphasizing data transformation and feature engineering to optimize 

modeling outcomes (Casonatto et al., 2024; Solano et al., 2021). 

 

Modeling 

In developing the classification model. Several machine learning classifiers were tested, 

including Naïve Bayes, logistic regression, Linear Discriminant Analysis (LDA), Quadratic 

Discriminant Analysis (QDA), Decision Tree, Random Forest, Gradient Boosting, and CatBoost. The 

choice of these algorithms was based on their suitability for the dataset and research objectives. 

Some algorithms, including Naïve Bayes, Logistic Regression, LDA, and QDA, are represented as 

baseline statistical classifiers that rely on linear or probabilistic assumptions (Muhajir et al., 2021). 

The Decision Tree was included due to its interpretability and ability to capture non-linear rules 

(Dumitrescu et al., 2022; Yang et al., 2021). Random Forest and Gradient Boosting were selected as 

ensemble-based models with their ability to handle high-dimensional interactions, reduce variance, 

and are known to have a better predictive performance, especially for tabular data (Ong et al., 2024; 

Shrivastav & Kumar, 2021). CatBoost was included due to its specific design that is suitable in 

handling categorical features efficiently and reducing overfitting in smaller datasets (Hancock & 

Khoshgoftaar, 2020; Farahani et al., 2025). This combination of different algorithms is needed to be 

involved in balancing the comparison between simpler and more interpretable models and more 

complex and high-performing methods.  

Each model was trained and evaluated to ensure the validity and reliability of the models. 

Several established practice was carried out. First, 10-fold cross-validation was applied, focusing 

on accuracy and F1-score. This procedure is undertaken to minimize overfitting and to provide a 

more robust estimate of model generalization. This procedure is needed to prepare the data into 
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the training and testing process. Second, multiple confusion matrices were applied in each models 

to validate the classification consistency across price categories, as well as to provide 

interpretability of misclassification. While the accuracy provides an overall measure of 

classification performance, the F1 score balances models’ precision and recall. The precision and 

recall test need to be addressed to show how well minority categories are predicted. The 

combination of these procedures not only to the accuracy of the models, but also to measure the 

consistency of the model. Therefore, the combined procedures will be able to enhance the statistical 

soundness and the practical reliability of the modeling outcomes (Ong et al., 2024; Silvey & Liu, 

2024).   

Random Forest and CatBoost were further tuned due to their superior baseline performance. 

After the model performance was being measured, then the results are visualized in a comparative 

bar chart. The process of selecting the most appropriate model reflects CRISP-DM’s iterative 

experimentation principle as the best practice in aligning technique with data characteristics 

(Abdelhadi & Almomani, 2023; Solano et al., 2021).  

 

 Evaluation 

At this stage, the models were evaluated based on classification accuracy, F1-score, and 

confusion metrics. Random forest consistently shows the highest performance. Combining the 

performance metrics with visual tools like confusion matrices is essential to assess generalizability 

and error distribution (Solano et al., 2021). In this phase, the model was being verified to see 

whether it matches the business objective.  

 

Deployment 

Deploying the model into a production environment is beyond this study’s limitations. 

However, through the model development and evaluation, this study provides actionable insights 

into the most influential predictors of house prices, including building area, land area, house level, 

bedrooms, garage, and district. Schröer et al. (2021) emphasized the importance of knowledge 

delivery and documentation at this stage, rather than merely focusing on technical implementation. 

Supporting this notion, the results of this study aim to support property practitioners in making 

informed, data-driven decisions. 

 

FINDINGS AND DISCUSSION 

This study aims to propose the most suitable method for determining house prices. The 

housing prices in the Yogyakarta region are highly varied due to asymmetric information, resulting 

in a high degree of uncertainty. This phenomenon is illustrated in Figure 2, which presents the 

scattered results of house prices in Yogyakarta based on their price and location. Figure 2 illustrates 

the scattered distribution of house price levels, presented on a nominal scale. The scatter plot 

analysis suggested that location (district) is not a reliable determinant of price, as nearly all price 

levels are present in each district. This result highlights the complexities of determining house 

prices in Yogyakarta. 
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Figure 2. Scatter Diagram of House Prices and Locations  

 

Dataset Characteristics 

The 1,710 cleaned dataset comprises valid housing records across Yogyakarta. Each entry 

consists of structural attributes (land area, building area, number of bedrooms, bathrooms, and 

carports), as well as locational information. The dataset was then categorized using the Jenks 

natural breaks method to facilitate the examination of price prediction as both a continuous 

variable and meaningful market segments. The distribution of records by district, along with a 

summary of property attributes, will be provided in the following tables. 

 

Table 2. Distribution of Records by District 

District Approx. Share (%) 

Sleman largest share (~40–45%) 

Bantul substantial (~30%) 

Yogyakarta City moderate (~18%) 

Kulon Progo small (<5%) 

Gunungkidul small (<5%) 

Total 100% 

 

Table 2 shows that the dataset is not evenly distributed across the district. The majority of 

housing records are coming from Sleman and Bantul resident, reflecting their key roles in the 

suburban expansion in Yogyakarta. Kulonprogo and Gunung Kidul show fewer listings, reflecting 

their slower housing development in the district. The imbalance within the distribution reflects the 

actual housing market structure in Yogyakarta, which is dominated by suburban areas such as 

Sleman and Bantul. To mitigate potential bias, the model utilizes cross-validation to ensure that 

uneven distributions do not compromise its predictive reliability. 

 

Table 3. Summary statistics of property attributes 

Attribute Average (Approx.) Typical Range 

Land Area (m²) ~100–150 50 – 300+ 
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Attribute Average (Approx.) Typical Range 

Building Area (m²) ~80–120 40 – 250+ 

Bedrooms 2–3 1 – 6 

Bathrooms 1–2 1 – 4 

Carports 1 0 – 2 

 

Table 3 provides the descriptive characteristics of the dataset. The most common housing 

configuration in the district consists of two or three bedrooms with one or two bathrooms, showing 

the modest land and building size. Consistent with the prevalence of compact and low-rise housing 

preferences, most properties have a single carport. This descriptive figure shows the characteristics 

of the representative Yogyakarta residential market, which is dominated by middle-sized and low-

density housing.  

 

Comparative Model Performance 

To ensure the effectiveness of the model and to select the most appropriate model, this study 

compares eight classification models to be tested and evaluated using accuracy and macro-

averaged F1-score. The comparative performance is presented in Figure 3. Random Forest shows 

the best performance parameter with the highest values of both measurements, followed by 

Gradient Boosting, which also shows good results. This result provides valuable insight into the 

next step in the CRISP-DM stages to guide model selection.  These results are shown in Table 4 and 

Figure 3. 

 

Table 4. Model Performance Comparison 

Algorithm Accuracy F1-score Notes 

Random Forest 

(Optimized) 
0.948 0.922 

Strongest 

performance 

Random Forest 0.751 0.634 
High baseline 

ensemble 

Gradient Boosting 0.742 0.603 Good boosting model 

Decision Tree 0.706 0.563 
Interpretable but less 

robust 

CatBoost 0.624 0.523 
Handles categories, 

moderate 

k-NN 0.642 0.492 
Distance-based, 

moderate 

Naive Bayes 0.389 0.229 Weak performance 

Logistic Regression 0.479 0.188 Limited by linearity 

QDA 0.293 0.181 Very weak 

LDA 0.407 0.136 Very weak 

   

 



 International Journal of Management, Entrepreneurship, Social Science and Humanities 

205 
 

 
Figure 3. Algorithm Models Comparison Result 

 

Error Distribution through Confusion Matrix 

After conducting a comparison of various algorithms, this study found that Random Forest 

has the best performance; hence, the next stage in CRISP-DM will involve Random Forest. In using 

random forest, the confusion matrix is then calculated. This matrix is commonly used to assess the 

accuracy, precision, and recall of a random forest classification model; thus, the classifier’s 

performance can be evaluated (Gope, 2025; Mahapatra et al., 2025; Yu et al., 2025). The confusion 

matrix assesses classification efficacy by tracking true positives (TP), true negatives (TN), false 

positives (FP), and false negatives (FN) (Gope, 2025). Using this matrix, in a multi-class setting, the 

diagonal elements represent correctly predicted instances, while off-diagonal elements indicate 

misclassifications.  The visualization of confusion metrics from this study is presented in Figure 4, 

showing the accuracy of class prediction across 15 housing price categories.  

The confusion matrix indicates strong model performance, characterized by diagonal 

dominance. In this study, price categories 10 and 11 exhibit notably high accurate favorable rates, 

as indicated by 632 and 163 correct predictors, respectively. These categories represent the mid-

to-upper-class housing market, particularly in Sleman and Bantul, two districts with the highest 

suburban growth. Properties in these brackets are typically large (above 150 m² for land and 120 

m² for building area) and often complemented by additional amenities such as carports. The 

distinct physical features, along with their prevalence in the dataset, make them easier to classify.  

 In contrast, occasional misclassifications are observed between neighboring categories, 

namely categories 5, 6, 7, and 8, where structural differences between units are less pronounced. 

In these brackets, houses with land areas between 90-110 m² and building areas of around 80–100 

m² may have overlapping pricing brackets, leading to confusion with neighboring categories. These 

errors, however, are concentrated in the adjacent classes, suggesting that the model’s 

misclassification remains within plausible pricing bands. This condition is acceptable in practical 

real estate valuation.  
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Figure 4. Confusion Matrix for Random Forest Model 

 

 

Feature Importance and Dominant Price Drivers 

The result of Random Forest classification provides high prediction performance with 

interpretable results. The result ranks the relative importance of predictors in determining the 

house price category. As seen in Figure 5, the most influential variable includes 

1. Building area (LB) 

2. Land area (LT) 

3. District name transformed into a categorical variable (KCat) 

4. Number of bathrooms (KM) 

5. Number of bedrooms (KT) 

6. The availability of carports (Cp) 

7. Number of floors in the building, derived by dividing the building area with the land area 

(Lan).  
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Figure 5. Feature Importance Using the Random Forest Algorithm 

 

The result shows that LB, LT, and KCat are the most influential variables. This finding 

suggests that physical housing features have a significant influence on price perception, particularly 

in the Yogyakarta Region. This finding is similar to Yu et al. (2025), whose research found that land 

area, location, and capacity-related factors were highly influential in assessing contamination risk. 

Thus, this study reinforces the notion that spatial characteristics have the potential to be reliable 

predictors in multi-class classification. Furthermore, this finding is also consistent with He (2025), 

who employs Random Forest to identify dominant features in assessing financial risk. Both works 

highlighted the ability of Random Forest modeling in filtering key structural elements while 

assigning minimal weight to redundant or weak contributors.  

Another interesting finding is related to the role of KCat as a derived feature indicating the 

house level. The results suggest that interaction terms may potentially improve classification 

performance. The least significant variables, such as KM, KT, and CP, also make meaningful 

contributions as supplementary indicators that refine the model's performance, as suggested by 

Gope (2025) and He (2025). These variables are still considered important differentiators in 

determining prices within the interior structure of Yogyakarta, with a tight segmentation of housing 

markets.  

On the other hand, an intriguing finding emerges where Lan, which represents the number 

of floors in the house, does not have a strong role in determining house prices. This finding suggests 

that in the context of Yogyakarta’s housing market, vertical dimensions contribute less to price 

categorization than horizontal factors such as land area (LT). This finding indicates that 

architectural attributes exhibit lower variance and weaker correlation, with limited predictive 

value, a finding consistent with He (2025). This result also suggests that in the context of 

Yogyakarta, floor number may not be a strong differentiator, due to two reasons: 

1. In the context of Yogyakarta, most residential units are low-rise due to the preference of 

most residents, who like to live in low-rise buildings or landed houses that are connected 

to the ground or garden (Swasto, 2017). 

2. Citizens have greater emphasis on horizontal attributes than vertical attributes. 

Wang et al. (2025), in their study related to urban terrain and housing prices, postulated 
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that the vertical dimensions matter more in mountainous terrain. Thus, a city like 

Yogyakarta, dominated by horizontal expansion, tends to show less price sensitivity to 

the building’s height, thus resulting in the low level of its relevance in determining the 

house price.  

3. Markets focus more on observable features 

Features like land area and building area are more observable than fine-grained 

attributes like floor number. According to Broxterman & Zhou (2023), in a market with 

high levels of asymmetric information (just like the Yogyakarta housing market), price 

formation tends to be strongly determined by broad and easily observed characteristics 

rather than micro-level attributes. This explains the less concerned perspective on the 

floor number in the Yogyakarta housing market.   

 

 The scatter plot analysis indicates that location (represented by district) is not a reliable 

primary determinant for house prices due to the existence of all price levels in each district. 

However, the Random Forest model identified the district category (KCat) as one of the top 

predictors. Instead of being contradictory, this finding reflects the different roles' locations play in 

the market. At the descriptive level, prices are highly heterogeneous across different areas. Thus, 

the district alone does not cleanly separate housing prices. However, in the predictive analysis 

setting, the district interacts with structural features such as land area and building area. This 

setting enhanced the model’s ability to discriminate between categories. For example, a 150 m² 

house in Sleman typically falls into a higher price bracket than a house of the same size in 

Gunungkidul, even if both belong to the same structural category. Thus, location is an influential 

predictor when combined with structural features, confirming that price formation in Yogyakarta 

depends on both physical and locational attributes. 

 

CONCLUSIONS 

Predicting the determinants of house prices is crucial for the real estate industry. Without a proper 

and well-structured methodology, the decision regarding price determination will be ill-informed, 

resulting in either overpricing or underpricing, which can be detrimental for both real estate agents 

and customers. This study examined how machine learning can improve housing price prediction 

in Yogyakarta’s dynamic housing market. Using the CRISP-DM framework and multiple 

classification models, this study found that Random Forest consistently outperformed other ML 

algorithms and conventional statistical approaches such as logistic regression and discriminant 

analysis. He result shows that the most influential predictors in this context comprises of a 

combination between structural and locational attributes, particularly land area, building area, and 

district. On the other hand, vertical attributes such as the number of floors play a limited role.  

The result shows that relying on the locations alone is not adequate to determine the house 

price, since the price level is scattered across different districts. Instead, in the context of 

Yogyakarta, the building area and land area are the most significant predictors. This result is 

confirmed by other works that observe the Yogyakarta citizens’ behavior, who prefer to live in a 

low-rise-level building. This finding provides valuable insight for real estate agents in modeling the 

price determination of housing, especially in urban areas like Yogyakarta.  

Conceptually, the study demonstrates how ML extends the hedonic pricing model, whereas 

the traditional HPM decomposes value into additive linear contributions. ML approaches relax 

linearity assumptions, can capture complex attribute interactions, and handle uneven data 

distributions. This ability thereby provides a computational extension of hedonic theory that is 

more suitable for heterogeneous urban markets.  

The findings also provide practical insights, offering actionable guidance for real estate 
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practitioners. In districts with the most development, such as Sleman and Bantul, building size and 

land size emerge as the most reliable determinants of value. Thus, the agent should use structural 

benchmarks rather than informal heuristics. Meanwhile, in Yogyakarta, locational effects remain 

more pronounced, suggesting that agents should adjust their pricing strategy according to the 

district-specific dynamics. Applying data-driven modeling will contribute to in-house decision-

making regarding pricing by reducing information asymmetry, shortening the sales cycle, and 

achieving more consistent valuations.  

In conclusion, the study emphasizes the importance of integrating foundational economic 

theory with practical and replicable machine learning techniques. The hedonic pricing model 

provides a conceptual foundation for understanding how different kinds of attributes influence 

value. This conceptual foundation is supported by machine learning, which offers methodological 

capabilities for improving prediction outcomes with greater accuracy. Thus, combining the sound 

conceptual model with machine learning will provide a more robust framework for both 

researchers and practitioners in housing market analysis. 

 

LIMITATION & FURTHER RESEARCH 

Despite the valuable insights and contributions offered, this study should acknowledge 

several limitations. The first limitation is regarding the geographic scope of its dataset, which 

focuses on a single city, Yogyakarta. Thus, the generalizability of its findings is limited. Second, this 

study focuses merely on the structural aspects. Incorporating non-structural aspects, such as 

economic conditions, socio-cultural factors, and environmental considerations, may enrich the 

developed model.  

Future research could address these limitations in several ways.  Expanding the dataset by 

including multiple cities or regions with different market dynamics would provide a wide range of 

bases for model validation and better generalization. Providing additional variables, whether 

structured or unstructured, such as spatial features and neighborhood characteristics, can further 

enhance the model's accuracy and explanatory power. Furthermore, comparing the ML models and 

the hybrid approach that integrates ML and statistical methods may provide new insights and fresh 

perspectives on the strengths and weaknesses of each approach. By addressing these limitations, 

future research will be able to enhance the predictive power of machine learning models and 

broaden their applicability to various markets. Building upon this study, future research has the 

potential to establish more comprehensive and replicable data-driven tools that improve data-

driven decision-making in the real estate industry. 
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