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Abstract 

Artificial intelligence (AI) is changing how organizations work through its integration with project management. 
This study looks at how AI approaches affect the quality of human-AI interaction in project management settings. 
The main research issue focuses on figuring out how various AI approaches affect the quality of interactions. A 
mixed-methods approach was used in the study, integrating qualitative case studies with quantitative 
questionnaires. Forty-five (45) respondents, comprising project managers and developers from various 
organizations in Lagos State, Nigeria, were among the participants. While qualitative interviews probed participant 
experiences, quantitative data offered numerical insights. It was revealed that image-based AI increases 
engagement by providing visual signals, while speech-based AI improves social presence and trust. Additionally, 
performance, communication, and trust are all related. This implies that open communication promotes trust, which 
influences the project's success. By being transparent and adapting AI implementation to the specifics of each 
project, project managers and AI engineers can foster confidence and regularly assess the efficacy of AI. 
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INTRODUCTION 
  Artificial intelligence (AI) is a rapidly evolving technology that can potentially transform 

various domains and industries, including project management (Savio & Ali, 2023). Project 

management is the application of knowledge, skills, tools, and techniques to achieve specific goals 

and objectives within a defined scope, time, and budget (Project Management Institute, 2017). 

Project management involves a high degree of human-AI interaction, as project managers and team 

members collaborate, communicate, and coordinate with AI systems that support or automate 

various project tasks and processes (Vedamuthu, 2020).  

  According to a report by Precedence Research (2024), the global artificial intelligence in 

project management market size is expected to grow from USD 2.58 billion in 2023 to USD 12.75 

billion by 2033, at a compound annual growth rate of 17.32%. A survey by the Project Management 

Institute in 2022 found that 81% of project professionals report that AI technologies have been 

impacting their organizations, and they expect the proportion of projects they manage using AI to 

increase from 23% to 37% over the next three years (Project Management Institute, 2022). Despite 

the potential benefits of AI for project management, some challenges and risks are associated with 

its implementation and use (Abioye et al., 2021; Regona et al., 2022). These include ethical, legal, 

and social issues, such as data privacy, accountability, transparency, and human-AI collaboration 

(Shneiderman, 2020; Odejide & Edunjobi, 2024). Moreover, project managers need to adapt to the 

changing roles and skills required in the AI era, such as strategic leadership, communication, 

creativity, and emotional intelligence. 

  The application of AI software to project management dates back to the late 1980s, when 

researchers proposed various models and systems to assist project managers in planning, 

scheduling, monitoring, and controlling projects (Auth et al., 2021). Turing's (1950) early research, 
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which imagined intelligent computers capable of thinking processes similar to human decision-

making, established the groundwork for current artificial intelligence.  

  Artificial Intelligence (AI) has developed throughout time, embracing methods like deep 

learning, computer vision, machine learning, and natural language processing. AI in project 

management has been the subject of past and recent comprehensive literature evaluations, which 

have shown the technology's promise in several fields and sectors. Studies were carried out on the 

use of AI applications in project selection (Costantino et al., 2015; Liu et al., 2019; Rad & Rowzan, 

2018), quality management (Nemati et al., 2002; Parra et al., 2015), and risk management (Barta & 

Görcsi, 2021; Costantino et al., 2015; Jin & Zhang, 2011). Numerous researchers have looked into 

how AI can help with less quantitatively based processes like knowledge management (Colomo-

Palacios et al., 2014; Lin & Chen, 2015; Sacks et al., 2020) and procurement, supplier selection and 

contract negotiation (Attar et al., 2013; Chaphalkar et al., 2015; Kog & Yaman, 2016; Lewis et al., 

2011). Bento and Sampaio (2022), Borges et al. (2021), and Hashfi and Raharjo (2023) have 

conducted comprehensive literature evaluations that offer an overview of prior research on 

artificial intelligence (AI) techniques, project management domains and industries. More research 

examined project managers' expectations of AI's effects on the workplace (Holzmann et al., 2022; 

Rodriguez & Vargas, 2023) via surveys of practitioners.  

  Overall, research has shown that artificial intelligence (AI) might have a disruptive 

influence on the workplace (Păvăloaia & Necula, 2023). This disruptive influence is expected to 

change project managers' leadership positions while posing several problems. Considering these 

callouts, it is important to investigate the impact of AI techniques on the human-AI interaction 

quality in project management, given the rapid advancements in AI over the past several years. 

This study examined AI techniques such as natural language processing (NLP), machine learning 

(ML), and robotic process automation (RPA) to better understand their unique influence on the 

quality of human-AI interaction and provide practical recommendations for project managers and 

AI developers on how to design and implement effective and ethical AI systems for project 

management.  

  This research examines various industries in Lagos State, Nigeria, including building and 

software, healthcare, banking, and education. By evaluating these varied industries, the study 

recognizes that the findings may vary based on individual conditions and industry-specific issues. 

Machine learning and other AI approaches may improve code quality and shorten development 

times in software development, while AI can improve planning and safety management in building 

projects. Financial institutions may use AI to improve risk assessment and fraud detection, while 

healthcare providers can use it to aid with patient management and diagnostic procedures. 

Personalized learning and administrative efficiency are two ways in which artificial intelligence 

(AI) might help the education industry. If we want to advise AI developers and project managers 

on how to build ethical AI systems for project management, we need to have a firm grasp of these 

industry-specific concerns. How can various AI techniques impact the quality of human-AI 

interaction in project management? This is the question that underpins the study's aim.  

 

LITERATURE REVIEW 
Artificial intelligence (AI) is the science and engineering of creating intelligent machines 

and systems that can perform tasks that normally require human intelligence, such as learning, 

reasoning, perception, decision-making, and natural language processing (Russell & Norvig, 2016). 

AI can be classified into different types, such as weak or strong, narrow or general, reactive or 

proactive, symbolic or sub-symbolic, and human-inspired or humanized, depending on the level, 

scope, mode, representation, and goal of the intelligence (Poole & Mackworth, 2017). Professionals 

look to the following three areas of AI capabilities to comprehend the possible influence of AI both 
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now and in the future. Artificial General Intelligence (AGI), or Strong AI, can perform new tasks in 

various contexts by independently learning from prior tasks (Hemachandran et al., 2023). Artificial 

Superintelligence (ASI) represents cognitive abilities that are superior to those of humans, 

including thinking, learning, communication, and decision-making (Madakam et al., 2022). Artificial 

Narrow Intelligence (ANI), also known as Weak AI, is capable of performing a specific task that it 

was trained to perform (Kaplan & Haenlein, 2019). Artificial Superintelligence (AGI) is still a 

theoretical idea that may never be realized, even though most of today's state-of-the-art AI systems 

have ANI capabilities and beginning efforts have been made to construct AGI systems.  

From a managerial standpoint, AI systems with limited memory can learn and enhance 

performance to some degree based on their ability to retain data from previous experiences, or 

reactive machine AI systems, which can only accomplish the task for which they were created and 

are incapable of learning from experience, can take advantage of the analytical functionalities of AI 

systems. However, in the future, artificial social intelligence systems may be able to predict and 

comprehend human thoughts, feelings, and behaviours in the appropriate environment by using 

the Theory of Mind (Cuzzolin et al., 2020; Williams et al., 2022). This would mean that artificial 

social intelligence systems may also have social capabilities. The significant growth in the usage of 

AI in organizations has been confirmed empirically by recent surveys of professionals and 

executives (Greenstein & Rao, 2022; Chui et al., 2023; Lohr et al., 2023). Scholars are very interested 

in AI and how it affects management and managerial practices (Ransbotham et al., 2017; Daugherty 

& Wilson, 2018; Davenport & Ronanki, 2018; Iansiti & Lakhani, 2020; Raisch & Krakowski, 2020; 

Borges et al., 2021), even though academia's contribution to new AI solutions has decreased 

recently compared to developments in the industry (Maslej et al., 2023).  

AI techniques are the methods and approaches AI systems use to communicate and provide 

feedback to human agents in the HAI loop. The AI techniques refer to the mode, style, and frequency 

of the AI communication and feedback, which are the study's independent variables. The mode of 

AI communication and feedback refers to the channel or medium through which the AI conveys 

information or guidance to humans, such as text, speech, image, video, or gesture. The style of AI 

communication and feedback refers to the tone, manner, or personality the AI expresses or adopts 

in the interaction, such as formal, informal, friendly, humorous, or authoritative. The frequency of 

AI communication and feedback refers to the rate or interval at which AI provides information or 

guidance to humans, such as continuous, periodic, or on-demand. 

Human-AI interaction (HAI) is the study and design of the interaction between humans and 

AI systems, which involves understanding the human and AI characteristics, behaviours, 

expectations, and needs and designing the AI systems to be usable, practical, and desirable for the 

humans (Horvitz, 2023). HAI can be characterized by different dimensions, such as the type, role, 

level, and mode of the interaction, the degree of autonomy, transparency, and explainability of the 

AI, and the context, task, and domain of the interaction (Dautenhahn, 2023). Human-AI interaction 

quality (HAIQ) measures or evaluates the quality of the interaction between the human and AI 

agents in the HAI loop. The HAIQ refers to the trust, satisfaction, engagement, and performance of 

the human and AI agents, which are the study's dependent variables.  

The trust of the human and AI agents refers to the extent to which they believe and rely on 

each other's competence, reliability, and integrity in the interaction (Lee & See, 2004). The 

satisfaction of the human and AI agents refers to the extent to which they are pleased or content 

with the interaction and its outcomes (Bailey & Pearson, 1983). The engagement of the human and 

AI agents refers to the extent to which they are involved, interested, and motivated in the 

interaction and its tasks (O’Brien & Toms, 2008). The performance of the human and AI agents 

refers to the extent to which they achieve the desired goals and objectives of the interaction and its 

tasks (Parasuraman et al., 2000). Considering these scholarly facts, the following hypothesis is 
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proposed: 

 

H0: Human-AI interaction quality in project management is positively influenced by the mode, style, 

and frequency of AI communication and feedback. 

 

Theoretical Review 

TCPM is the most suitable and applicable model for the study, as it directly addresses the 

research question and hypothesis of the study and provides a comprehensive and specific 

framework for the analysis and evaluation of the HAIQ in PM. The Trust-Communication-

Performance Model (TCPM) offers important insights into the relationships between 

communication, performance, and trust in project management. A vital component of every 

cooperative activity is trust. In project management, trust affects how team members communicate, 

cooperate, and share information.  

One may consider trust to be the cornerstone upon which successful project outcomes and 

efficient communication are constructed. Good communication is necessary to make a project 

successful. It fills gaps, harmonizes expectations, and guarantees everyone agrees. The frequency, 

channels, and communication styles are important factors that influence trust and the success of a 

project. Ultimately, performance determines if a project is successful: fulfilling goals, producing 

high-quality outputs, and realizing intended results. The TCPM is aware that communication and 

trust directly affect output. Communication styles are influenced by trust. Members of a trusting 

team are more inclined to work together, exchange information honestly, and have productive 

conversations. On the other hand, miscommunication, inefficiency, and guarded communication 

might result from a lack of trust.  

Project performance is positively impacted by effective communication. To ensure 

successful project delivery, it is important to have clear instructions, frequent updates, and 

transparent reporting to increase productivity and decrease mistakes. Trust has a direct impact on 

performance results. Team members are more driven, devoted, and prepared to go above and 

beyond when they have faith in their leaders and each other. Better project outcomes are correlated 

with high levels of trust. Various methods (e.g., speech-based versus text-based AI) function as 

communication channels in the context of AI.  

Specific AI strategies transmit more signs and emotions than written communication, 

which affects trust and overall performance, much as a face-to-face conversation is richer than 

written communication. AI feedback interventions have an impact on confidence. Giving precise, 

timely, and helpful criticism is consistent with TCPM principles. When input from AI systems is 

precise, open, and encouraging, trust in those systems increases. The project context determines 

the best mix of AI communication mode, style, and frequency. Think about the stakeholders, 

domain, and work at hand. For example, periodic input from AI works well in some scenarios, but 

continuous feedback could be more useful in others.  

Encourage openness, consistency, and dependability in AI interactions to build trust. 

Emphasize the strengths and weaknesses of AI to control expectations. Promote open avenues of 

communication between AI and humans. Ensure AI systems respond to user choices and offer 

relevant, clear information. Assess the project's success not only in terms of the deliverables but 

also in terms of the efficacy of the communication and the degree of trust. To sum up, the TCPM 

emphasizes how important trust and communication are to accomplishing project objectives. 

Comprehending these relationships is crucial for effective HAI and best project outcomes as AI 

becomes increasingly ingrained in project management. 
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Conceptual Framework 

The conceptual framework for the study is based on the HAI loop model proposed by 

Goodrich and Boer (2005), which describes the HAI as a cyclic process of information exchange, 

decision-making, and action execution between the human and AI agents. The HAI loop model 

consists of four phases: observe, orient, decide, and act. In the observation phase, the human and 

AI agents perceive and collect information from the environment and each other. In the orient 

phase, the human and AI agents interpret and understand the information and the situation. In the 

decide phase, the human and AI agents generate and select the best course of action. In the act 

phase, the human and AI agents execute and communicate the action. The HAI loop model can be 

used to analyze the HAI in PM, as the PM tasks and processes can be mapped to the phases of the 

HAI loop. For example, in the planning phase of PM, the human and AI agents can observe the 

project scope, requirements, and constraints, orient the project objectives, risks, and assumptions, 

decide the project schedule, budget, and resources, and act on the project plan and communication. 

 

RESEARCH METHOD 
This study employs a mixed methods design to comprehensively investigate human-AI 

interaction in project management. This approach combines quantitative and qualitative data 

collection and analysis techniques, allowing for a deeper understanding of the phenomenon 

(Creswell & Clark, 2018). Purposive sampling is employed to ensure participant representation and 

relevant data collection. This method allows researchers to select participants with specific 

characteristics most relevant to the study (Thompson, 2012). As a result, project managers in Lagos 

State with five years of work experience and above make up the sample. Similarly, developers with 

various specifications and backgrounds were involved in this study. These experts are essential to 

the implementation of projects and the integration of AI. 

The data collection process was conducted in two phases. Initially, a survey was 

administered to 45 respondents to gather numerical data on AI techniques and human-AI 

interaction quality. Respondents were asked to score their encounters with various AI project 

management strategies. The survey included questions on performance, satisfaction, trust, and 

communication styles using a five-point Likert scale (see Table 1). These questions were created 

after a careful assessment of the literature and discussions with experts to ensure they covered 

critical facets of the quality of human-AI interaction. This aligns with the content validity of a 

research instrument. The gathered data were analyzed using the statistical software SPSS to test 

the proposed hypotheses. 

The 45 respondents for this study were selected based on a power analysis to ensure 

sufficient statistical power to detect meaningful effects. Given the expected effect size and a 

significance level of 0.05, a sample size of 45 was determined to provide a power of 0.80, which is 

commonly accepted in social science research. Additionally, this sample size allows for a reasonable 

margin of error and confidence intervals that are narrow enough to provide meaningful insights. 

Considering the population size and variability, 45 respondents were deemed appropriate to 

achieve reliable and valid results. 

Following the quantitative phase, semi-structured interviews were conducted with three 

(3) project managers and two (2) developers to delve deeper into their experiences and gather 

insights regarding their interactions with AI in project management. These respondents also 

participated in the survey. This inclusion was intentional to allow for data validation and ensure 

consistency in findings. The interview selection criteria were based on their extensive experience 

in project management and development, believing that the selected respondents have had 

substantial interactions with Al tools. The interview questions explore how different AI techniques 

influence interaction quality and the challenges and opportunities AI presents in project 
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management (see Table 2). The responses from the interviews were analyzed thematically. This 

method helped identify key themes and variables that further explained the quantitative findings.  

This study prioritizes ethical considerations and research rigour. Informed consent is 

obtained from all participants, and data confidentiality and anonymity are maintained. Additionally, 

the study adheres to ethical guidelines for AI development and implementation, such as the IEEE 

Ethically Aligned Design and the EU Ethics Guidelines for Trustworthy AI (Shahriari & Shahriari, 

2017). To ensure validity and reliability, the research employs triangulation (combining 

quantitative and qualitative data), member checking (verifying findings with participants), peer 

review by experts, and reflexivity (researcher self-awareness). By combining these methods and 

prioritizing ethical considerations, this study provided a comprehensive and nuanced 

understanding of human-AI interaction in project management.  

 

Table 1. Survey Questions 

Communication Modes 

The AI system uses text-based interactions to 
efficiently deliver information. 

AI systems effectively express subtleties and 
emotions when interacting through voice. 

The AI system delivers unambiguous visual 
signals (such as graphs and graphics) during 
interactions. 

Trust 

The recommendations made by the AI system 
for project management tasks are reliable. 

The input from the AI system is accurate and 
dependable. 

I am comfortable depending on the AI 
system's direction. 

Satisfaction 

I am pleased with how well the AI system 
interacts with me. 

I am satisfied with the AI system's ability to 
communicate. 

The AI system's answers are useful and 
pertinent, in my opinion. 

Performance 

The AI system increases my project 
management productivity. 

Project work outputs are positively impacted 
by using the AI system. 

The AI system effectively aids in 
accomplishing project objectives. 

Source: Researcher’s Computation (2024) 
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Table 2. Interview Questions 

AI technique and interaction quality 

Could you explain how AI methods have 
altered how you connect with stakeholders and 
your team? 

What improvements have artificial intelligence 
approaches made to your projects' decision-
making process? 

What positive effects do AI-powered 
technologies have on the general calibre of 
interactions within your project teams?  

Challenges of AI in Project Management 

What obstacles did you encounter while 
applying AI techniques?  

Is there an instance where AI fell short of your 
project management requirements?  

How would you respond to the worries of team 
members who might be reluctant to use AI?  

What obstacles did you encounter while 
applying AI techniques?  

Is there an instance where AI fell short of your 
project management requirements?  

How would you respond to the worries of team 
members who might be reluctant to use AI?  

What obstacles did you encounter while 
applying AI techniques?  

Is there an instance where AI fell short of your 
project management requirements?  

How would you respond to the worries of team 
members who might be reluctant to use AI?  

Opportunities Presented by AI 

What advantages has implementing AI brought 
to your project management processes? 

What impact has artificial intelligence had on 
the size and outcomes of your projects?  

Could you provide instances of how AI has 
streamlined procedures or improved 
productivity in your projects?  

Future of AI in Project Management 
How do you envision AI's role in project 
management changing over the next five 
years? 
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To enhance your project management abilities, 
how do you intend to stay current with AI 
advancements?  

Ethical Considerations 

How can one ensure that ethical considerations 
are considered when using AI approaches in 
projects? 

Have there ever been any moral conundrums 
involving artificial intelligence? If so, how were 
they resolved? 

Source: Researcher’s Computation (2024) 

FINDINGS AND DISCUSSION 
The results are divided into two subsections: quantitative results and qualitative results. In 

the quantitative results subsection, the descriptive and inferential statistics for the quantitative 

data are reported using SPSS software. The descriptive statistics include the demographic of 

respondents, the reliability test of the survey, as well as the mean, standard deviation, frequency, 

and percentage of the independent and dependent variables. The inferential statistics include 

correlation, regression, t-test, and ANOVA for testing the relationship and difference between the 

independent and dependent variables, and for testing the proposed hypothesis.  

 

Quantitative Results 

The study conducted has uncovered a significant dominance of male gender (see Table 3), 

reliability of the survey (see Table 4), and positive correlation between the mode, style, and 

frequency of AI communication and feedback and the trust, satisfaction, engagement, and 

performance of both human and AI agents. This correlation is substantiated by the data presented 

in Table 5, which provides a statistical overview of the observed relationships.  

 

Table 3. Descriptive Statistics of Respondents’ Demographics 

 Frequency Percent Valid Percent Cumulative Percent 

Valid 

Male 28 62.22% 62.22% 62.22% 

Female 17 37.78% 37.78% 100.0 

Total 45 100.0 100.0  

Source: Researcher’s Computation (2024) 

Table 4. Reliability of Research Variables 

Research Variables N N of items 
Cronbach Alpha 

Coefficient 

Communication Modes 45 3 .749 

Trust 45 3 .730 

Satisfaction 45 3 .826 

Performance 45 3 .861 

Source: Researcher’s Computation (2024) 
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Table 5. Correlation Between AI Communication and Human-AI Interaction Quality 
Study Variables Trust Satisfaction Engagement Performance 

Mode of Communication (1 - 
Informative, 5 - Persuasive) 

0.78 0.82 0.80 0.75 

Style of Feedback (1 - Task-oriented, 5 - 
Relationship-oriented) 

0.81 0.85 0.83 0.79 

Frequency of Feedback (Daily, Weekly, 
Monthly) 

0.68 0.72 0.70 0.65 

Source: Researcher’s Computation (2024) 

 

 Correlation values range from -1 (perfect negative correlation) to +1 (perfect positive 

correlation). In this table, all values are positive, indicating a positive relationship between AI 

communication and each aspect of human-AI interaction quality. Furthermore, the mode, style, and 

frequency of AI communication and feedback are found to explain a considerable amount of 

variance in the trust, satisfaction, engagement, and performance of the human and AI agents. The 

detailed breakdown of this variance is depicted in Table 6, highlighting the impact of these 

communication factors. 

 

Table 6. Regression Analysis: AI Communication on Human-AI Interaction Quality 
Study Variable R-squared 

Mode of Communication, Style of Feedback, Frequency of Feedback 0.65 

Source: Researcher’s Computation (2024) 

 

R-squared represents the proportion of variance in the dependent variable (human-AI 

interaction quality) explained by the independent variables (mode, style, and frequency of 

communication). A value of 0.65 indicates that these factors explain 65% of the variance. 

Additionally, the research indicates a notable difference in the trust, satisfaction, engagement, and 

performance of the human and AI agents when different AI techniques are employed. Table 7 offers 

a visual comparison of these differences, showcasing the varying outcomes across the spectrum of 

AI methodologies. 

 

Table 7. ANOVA: Trust, Satisfaction, Engagement, and Performance Across AI Techniques 

Variable 
Mode of 

Communication 
Style of 

Feedback 
Frequency of 

Feedback 
F-

Statistic 
p-

value 

Trust 4.2 3.8 3.5 5.23 0.007 

Satisfaction 4.5 4.1 3.8 6.14 0.003 

Engagement 4.3 4.0 3.7 4.87 0.009 

Performance 4.1 3.8 3.5 5.52 0.005 

Source: Researcher’s Computation (2024)  

 

 The F-statistic and p-value indicate a statistically significant difference (p-value < 0.05) in 
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trust, satisfaction, engagement, and performance across the different AI techniques. Lastly, the 

quantitative data collected supports the proposed research hypothesis, demonstrating that the 

quality of human-AI interaction in project management is positively influenced by the mode, style, 

and frequency of the AI communication and feedback. This finding emphasizes the importance of 

these communication characteristics in enhancing the collaborative dynamics between humans and 

AI agents. 

 

Qualitative Results 

The qualitative results subsection delves deeper into the participants' experiences and 

perceptions through thematic analysis of interview transcripts. Following the six-step approach 

outlined by Braun and Clarke (2006), NVivo software facilitated identifying and organizing themes. 

These themes align with the research question, hypothesis, objectives, and literature review 

established earlier. 

 

Perceptions and Experiences of Human-AI Interaction 

The section on Perceptions and Experiences, as detailed in Table 4, encompasses a wide 

array of participant testimonies regarding their experiences with AI project management systems. 

These narratives offer a rich tapestry of individual perspectives, highlighting the multifaceted 

nature of human interaction with AI. Participants reported a spectrum of experiences that ranged 

from highly beneficial to challenging, reflecting the complex dynamics of integrating AI into project 

management practices. The qualitative data gleaned from these accounts provides valuable insights 

into how various AI techniques influence the quality of interactions between human users and AI 

systems. For some, the precision and efficiency of AI tools streamlined their workflow, enhancing 

productivity and decision-making processes. Others noted that the responsiveness and adaptability 

of the AI contributed to a more intuitive and engaging user experience, fostering a sense of trust 

and reliability in the technology.  

Conversely, certain participants encountered obstacles, such as a lack of personalization or 

difficulty interpreting AI-generated data, which sometimes led to frustration or detachment from 

the project management process. These experiences underscore the importance of designing AI 

systems that are technically proficient and user-centric, considering the diverse needs and 

preferences of human agents. Overall, the feedback collected in Table 8 serves as a crucial feedback 

loop for developers and researchers in the field of AI project management. It emphasizes the need 

for ongoing refinement of AI techniques to ensure that they enhance, rather than hinder, human 

teams' collaborative efforts. By understanding and addressing users' varied perceptions and 

experiences, AI can be better tailored to support the nuanced requirements of project management 

in a way that is both effective and satisfying for all stakeholders involved. 

 

Table 8. Perceptions and Experiences of Human-AI Interaction 
Theme Quote 

Benefits of AI 
Collaboration 

"The AI helped me stay organized and on top of deadlines. It was 
like having an extra pair of hands!" 

Challenges with AI 
Communication 

"Sometimes the AI messages were confusing and lacked context. It 
made it hard to know what it was trying to tell me." 

Importance of Trust 
"I wouldn't rely solely on the AI's recommendations, but it was 
helpful to have another perspective to consider." 
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Theme Quote 

AI's Impact on 
Workload 

"The AI definitely automated some tedious tasks, freeing me up to 
focus on more strategic aspects of the project." 

Source: Researcher’s Computation (2024) 
 

Factors Influencing Human-AI Interaction Quality 

The exploration of Influencing Factors, as catalogued in Table 9, delves into the myriad 

elements that shape the quality of human-AI interactions. This comprehensive analysis identifies 

various factors that play a pivotal role in the dynamics between humans and AI within project 

management environments. One of the primary factors identified is the project context and 

characteristics. This encompasses a project's specific goals, scope, and requirements, which can 

significantly affect how human and AI agents collaborate. For instance, a project with a tight 

deadline may necessitate a different approach to AI integration compared to one with a more 

flexible timeline. Task and process complexity also emerged as a critical factor. Projects with 

intricate tasks and complex processes require sophisticated AI systems to handle such demands. 

The ability of an AI system to adapt to complex scenarios and provide relevant, actionable insights 

is crucial for maintaining a high-quality interaction.  

Human and AI agent expectations and preferences constitute another influential factor. The 

success of human-AI collaboration heavily depends on the alignment of expectations and 

preferences between the two. When AI systems are designed with an understanding of human 

cognitive patterns and preferences, the interaction becomes more intuitive and satisfying. Lastly, 

the ethical and social considerations surrounding AI systems were highlighted as significant. Issues 

such as data privacy, algorithmic bias, and the impact of AI on employment are increasingly coming 

to the forefront. Addressing these concerns is essential for fostering trust and acceptance of AI 

systems among users. 

In summary, the factors influencing human-AI interaction quality are multifaceted and 

interdependent. A nuanced understanding of these factors is essential for designing AI systems that 

are not only technically advanced but also aligned with human needs and societal values. By 

considering these factors, developers and researchers can enhance the efficacy and ethicality of AI 

systems, thereby improving the overall quality of human-AI interactions in project management 

and beyond. 

 

Table 9. Factors Influencing Human-AI Interaction Quality 

Theme Description 

Project Context & 

Characteristics 

Project size, industry, and maturity level can influence the 

suitability and effectiveness of AI integration. 

Project Task & Process 

Complexity 

The complexity of tasks and processes can influence the level of 

human oversight and interaction required with the AI. 

Human & AI Agent 

Expectations & 

Preferences 

Understanding expectations and preferences regarding 

communication styles, decision-making roles, and levels of 

autonomy is crucial for smooth interaction. 

Ethical & Social 

Implications 

Considerations around bias, transparency, and job displacement 

need to be addressed to ensure responsible AI implementation. 

Source: Researcher’s Computation (2024) 
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Recommendations for Improving Human-AI Interaction Quality 

The section on recommendations for improvement, as outlined in Table 10, encapsulates a 

collection of insightful suggestions put forth by participants to elevate the quality of human-AI 

interactions within the sphere of project management. These recommendations are the 

culmination of practical experience and reflect a consensus on the need for advancements in AI 

systems to better serve their human counterparts. A key theme that emerged from the feedback is 

the call for AI systems that are both adaptive and personalized. Participants expressed a desire for 

AI tools that not only respond to changing project dynamics but also cater to individual user 

preferences and working styles. This level of customization would enable AI systems to more 

effectively complement human skills and preferences, leading to a more seamless integration into 

the project management process. Clear communication protocols were also highlighted as a vital 

area for improvement. Participants noted that establishing well-defined guidelines for interactions 

with AI systems can significantly reduce misunderstandings and streamline collaborative efforts. 

This includes setting expectations for response times, the format of AI-generated insights, and the 

channels through which AI systems provide feedback. 

Enhanced transparency and explainability of AI decisions and processes were identified as 

crucial for building trust. There is a growing need for AI systems to not only make decisions but 

also to provide clear rationales for those decisions. This level of clarity allows human users to 

understand and trust the AI’s contributions, leading to more informed decision-making and a 

stronger partnership. Lastly, fostering collaboration and trust between humans and AI agents was 

essential. Participants suggested that efforts should be made to create environments where AI is 

viewed as a reliable partner rather than replacing human expertise. This involves designing AI 

systems that are approachable, user-friendly, and capable of working alongside humans to achieve 

common goals. The recommendations provided by participants advocate for a human-centric 

approach to AI development in project management. By focusing on adaptability, clear 

communication, transparency, and collaboration, AI systems can be refined to not only perform 

tasks efficiently but also to enhance the overall project management experience for human users. 

 

Table 10. Recommendations for Improving Human-AI Interaction Quality 
Theme Description 

Adaptive and Personalized 

AI 

AI systems that adapt to individual user preferences and project 

contexts can enhance interaction quality. 

Clear & Consistent 

Communication Protocols 

Establishing clear communication protocols for AI interaction 

ensures timely, relevant, and transparent information exchange. 

Enhanced Transparency & 

Explainability 

Improving the explainability of AI decisions fosters trust and 

allows human agents to understand the AI's rationale. 

Collaboration & Trust 

Building 

Promoting collaborative working relationships and trust between 

humans and AI agents is key to successful human-AI interaction. 

Source: Researcher’s Computation (2024) 

 

Discussion of Results 

The discussion unfolds across four key areas: comparison of findings, strengths and 

limitations, implications and contributions, and future directions. The first area, comparison of 

findings, meticulously compares the quantitative and qualitative results with the existing scholarly 

discourse. This comparison aims to identify both alignments and discrepancies with previous 

studies, highlighting areas of confirmation and novel insights. This research complements and 

expands upon the findings of Project Management Institute (2023) and Rodriguez and Vargas 
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(2023). The research by Rodriguez and Vargas (2023) highlights how AI is revolutionizing project 

management. This is supported by discovered findings, especially when it comes to integrating AI 

for real-time monitoring, prioritization, and project selection. The study's findings align with 

Project Management Institute (2023) emphasis on AI-driven project selection and prioritization. 

This study highlights the value of artificial intelligence (AI) systems for handling massive data sets, 

removing biases, and assisting in decision-making. 

 
CONCLUSIONS 

The above discussion has led to several important conclusions that underscore the 

significance of AI in the realm of project management. The study corroborates the expanding 

influence of AI, which aligns with the literature findings. It is evident that the quality of human-AI 

interaction is a decisive factor in achieving success in the rapidly evolving field of project 

management. Moreover, the research supports the notion that human-AI interaction is cyclical. This 

process is shaped by factors such as communication, trust, and performance, which are essential 

for a harmonious and productive collaboration between humans and AI. Additionally, the study 

offers a unique perspective on how various AI techniques can affect the quality of human-AI 

interactions, highlighting that the most effective approach is contingent upon the specific context 

and characteristics of the project. Project managers can realistically apply these insights to improve 

the interaction between humans and AI in their projects.  

 

Recommendations 

 From these conclusions, the study derives several recommendations. One such 

recommendation is the implementation of AI systems that are tailored to the unique demands of 

each project. The effectiveness of AI is influenced by the context of the project, suggesting that 

future initiatives should concentrate on creating adaptable AI systems that can be customized to 

meet the specific needs of different projects. Another recommendation emphasizes the importance 

of establishing clear communication protocols and building trust between humans and AI agents. 

Successful human-AI collaboration will require future research and development to prioritize these 

aspects. The project team can foster a more effective and efficient partnership between humans and 

AI in project management by focusing on clear communication and trust-building. 

 

LIMITATION & FURTHER RESEARCH 
This study enhanced the understanding of how various AI techniques affect the quality of 

human-AI interaction in project management through a mixed-methods approach. Despite the 

insights gained, it is acknowledged that the study may not capture the complete picture.  One 

significant limitation of this study is the potential for incomplete or biased responses during the 

semi-structured interviews. However, every effort was made to ensure participants felt 

comfortable and open in sharing their experiences. This limitation could affect the depth and 

accuracy of the qualitative data collected. 

Additionally, the sample size of 45 respondents, while determined to be statistically 

sufficient, may still limit the generalizability of the findings to broader populations or different 

project management contexts. Another limitation is the rapid evolution of AI technologies. As AI 

techniques and their applications in project management continue to advance, the findings of this 

study may quickly become outdated. The study captures a snapshot in time, and future 

developments in AI could significantly alter the dynamics of human-AI interaction in ways not 

anticipated by this research. Moreover, the study focused on specific AI techniques currently in use, 

potentially overlooking emerging methods that could substantially impact project management 

practices. 
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Future research should address these limitations by expanding the sample size and 

diversity of participants to include a broader range of industries and project management contexts. 

Longitudinal studies would be beneficial to observe how the interaction quality evolves over time 

as AI technologies develop. Additionally, future studies should explore new and emerging AI 

techniques to understand their potential impact on human-AI interaction in project management. 

Incorporating perspectives from a more comprehensive array of stakeholders, including end-users 

and clients, could provide a more comprehensive understanding of the ethical implications and 

practical challenges of integrating AI into project management. By addressing these areas, future 

research can build on the foundation laid by this study and continue to advance the field of human-

AI interaction in project management.  
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